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NETWORK MANAGEMENT METHOD AND
NETWORK MANAGEMENT SYSTEM

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is the U.S. National Stage of International
Patent Application No. PCT/CN2011/071578 filed on Mar. 7,
2011, which claims priority to Chinese Patent Application
No. 2010101402140 filed on Mar. 23, 2010. Both the PCT
Application and Chinese Application are hereby incorporated
by reference in their entirety.

FIELD OF THE INVENTION

The present invention relates to computer network and
communication field, and in particular to a network manage-
ment method and a network management system.

BACKGROUND OF THE INVENTION

At present, network management mainly employs a hier-
archical management mode. FIG. 1 is an architecture sche-
matic diagram of a network management system in the related
art. As shown in FIG. 1, each of the Element Management
Systems (EMS) manages Net Elements (NE) in the sub-
networks, and the Network Management System (NMS)
manages NEs in the whole network via EMSs. The unitiza-
tional relationship and permission among EMSs have rela-
tively high independence, and each NE can be managed by
only one EMS. As shown in FIG. 1, EMS1 to EMS4 indepen-
dently undertake management of NEs governed by them.

Although the network management system is not the core
of'business, it also has requirements on high performance and
high stability. When the managed network is huge and there
are many managed NEs, if the above hierarchical network
management mode is employed, the system needs to be estab-
lished by high-performance hardware equipment. Further-
more, as each EMS is independent, each EMS needs at least
an expensive equipment with high performance in the net-
work management architecture shown in FIG. 1. So, the cost
of network management with the network architecture shown
in FIG. 1 is relatively high.

In addition, as the unitizational relationship and permis-
sion among EMSs have relatively high independence and
each NE can be managed by only one EMS, when one of the
EMSs breaks down, other EMSs are unable to take over the
operation of the EMS automatically, as a result, tasks charged
by the EMS cannot be executed normally (for example, rel-
evant management data cannot be collected). In order to avoid
this problem, it is necessary to equipment a spare EMS for
each EMS, the cost of network management system is further
increased. Furthermore, as spare EMSs are idle for the most
of time, the utilization of equipment is also lowered.

SUMMARY OF THE INVENTION

The present invention provides a NMS and a network man-
agement method, to at least solve one of the above problems.

According to one aspect of the present invention, a NMS is
provided, comprising: a manipulating organ and a peer-to-
peer network, with the peer-to-peer network consisting of a
plurality of function units, wherein, the manipulating organ is
configured to generate a management task according to an
operation of a management role and to send the management
task to the peer-to-peer network; and the function units in the
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peer-to-peer network are configured to perform the manage-
ment task for a managed network or store relevant data.

Preferably, a first function unit in the peer-to-peer network
is configured to receive the management task sent by the
manipulating organ and forward the management task to a
second function unit in the peer-to-peer network, wherein an
ID of the second function unit and an ID of a target net
element in the managed network managed by the manage-
ment task meet a preset matching relationship; the second
function unit is configured to store the management task and
forward the management task to a third function unit in the
peer-to-peer network, wherein the third function unit is a
function unit connected with the target net element; and the
third function unit is configured to forward the management
task to the target net element.

Preferably, the third function unit is further configured to
receive management data returned by the target net element in
response to the management task, and to send the manage-
ment data to the second function unit; and the second function
unit is further configured to receive and to save the manage-
ment data.

Preferably, the second function unit is further configured to
forward the management data to the first function unit; and
the first function unit is further configured to forward the
management data to the manipulating organ.

Preferably, the manipulating organ is further configured to
send a query request to the first function unit, to request a
query of management data reported by the target net element;
the first function unit is further configured to forward the
query request to the second function unit; and the second
function unit is further configured to query the saved man-
agement data according to the query request, and to return
query results to the manipulating organ via the second func-
tion unit and the first function unit.

Preferably, the manipulating organ is further configured to
receive permission information set for a management role,
and to send the permission information to the peer-to-peer
network; and the function units in the peer-to-peer network
are further configured to store permission information of the
management role.

Preferably, the manipulating organ is further configured to
query permission information of the management role from
the peer-to-peer network; and the peer-to-peer network is
further configured to query the stored permission informa-
tion, and to return the obtained permission information of the
management role to the manipulating organ.

Preferably, the permission information of the management
role is stored in one function unit in the peer-to-peer network,
wherein the ID of this function unit and the ID of the man-
agement role meet a predetermined matching relationship, or,
the ID of this function unit and the ID of the manipulating
organ meet a predetermined matching relationship.

Preferably, the function units in the peer-to-peer network
are further configured to store corresponding relationships
between the ID of a function unit to which each net element of
the managed network is connected and the ID of this net
element.

Preferably, the function units in the peer-to-peer network
are further configured to store corresponding relationships
between the ID of a function unit to which the manipulating
organ is connected and the ID of the manipulating organ.

According to another aspect of the present invention, a
network management method is provided and used in a net-
work management system comprising a manipulating organ
and a peer-to-peer network, wherein the peer-to-peer network
consists of function units, the method comprises: the manipu-
lating organ generating or setting a management task accord-
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ing to an operation of a management role and sending the
management task to the peer-to-peer network; and the func-
tion units in the peer-to-peer network receiving the manage-
ment task, and sending the management task to a target net
element in a managed network corresponding to the manage-
ment task.

Preferably, the function units in the peer-to-peer network
receiving the management task and sending the management
task to the target net element comprises: a first function unitin
the peer-to-peer network receiving the management task, and
obtaining a second function unit in the peer-to-peer network,
wherein an ID of the second function and the ID information
meet a preset matching relationship; the first function unit
forwarding the management task to the second function unit;
the second function unit receiving the management task and
obtaining an ID of a third function unit in the peer-to-peer
network, wherein the third function unit is a function unit
connected with the target net element; the second function
unit forwarding the management task to the third function
unit; and the third function unit receiving the management
task and sending the management task to the target net ele-
ment.

Preferably, after the second function unit receiving the
management task, the method further comprises: the second
function unit storing the management task.

Preferably, after sending the management task to the target
net element, the method further comprises: the target net
element reporting management data corresponding to the
management task to the third function unit; the third function
unit forwarding the management data to the second function
unit; and the second function unit receiving and storing the
management data.

Preferably, after the second function unit receiving the
management data, the method further comprises: the second
function unit sending the management data to the first func-
tion unit; and the first function unit forwarding the manage-
ment data to the manipulating organ.

Preferably, after the plurality of function units store the
management data, the method further comprises: the manipu-
lating organ sending a query request to the first function unit,
to query the management data reported by the target net
element; the first function unit forwarding the query request
to the second function unit; and the second function unit
querying the saved management data according to the query
request, and forwarding the obtained management data to the
manipulating organ via the first function unit.

Preferably, before the manipulating organ sends a manage-
ment task to the peer-to-peer network, the method further
comprises: the manipulating organ sending a query message
to the peer-to-peer network, to query permission information
of the management role; and the manipulating organ receiv-
ing the permission information returned by the peer-to-peer
network, and according to the permission information, deter-
mining that the management role has a permission for setting
the management task.

With the present invention, function units forming a peer-
to-peer network perform management for the managed net-
work and function units contact with each other by means of
peer-to-peer network, therefore requirements on equipment
are not high and no high-performance server is needed. The
problem of relatively high cost due to independence of EMSs
in the related art is solved, and the equipment cost is reduced.
Furthermore, as function units contact with each other, when
a function unit to which a managed NE accesses breaks down,
the managed NE can select another function unit to access, so
that the normal operation of network management is guaran-
teed.
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BRIEF DESCRIPTION OF THE DRAWINGS

Drawings described herein are provided for further under-
standing of the disclosure and form a part of the application.
Exemplary embodiments of the disclosure and descriptions
thereof are used for explaining the disclosure and form no
improper limit of the disclosure. In the drawings:

FIG. 1 is an architecture schematic diagram of a NMS
according to the related art;

FIG. 2 is a schematic diagram of a NMS according to an
embodiment of the present invention;

FIG. 3 is a flow chart of a network management method
according to an embodiment of the present invention;

FIG. 4 is an architecture schematic diagram of a NMS
according to an embodiment of the present invention;

FIG. 5 is a flow chart according to Embodiment 1 of the
present invention;

FIG. 6 is a flow chart according to Embodiment 2 of the
present invention;

FIG. 7 is a flow chart according to Embodiment 3 of the
present invention;

FIG. 8 is a flow chart according to Embodiment 4 of the
present invention;

FIG. 9 is a flow chart according to Embodiment 5 of the
present invention;

FIG. 10 is a flow chart according to Embodiment 6 of the
present invention; and

FIG. 11 is a flow chart according to Embodiment 7 of the
present invention.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

The present invention will be explained in detail hereinaf-
ter in conjunction with the drawings and the embodiments.
What needs to be explained is, if there is no conflict, the
embodiments of the present invention and the characters in it
can be combined with each other.

FIG. 2 is a structure schematic diagram of a NMS accord-
ing to an embodiment of the present invention, and as shown
in FIG. 2, in the embodiment of the present invention, the
NMS at least includes manipulating organ (MO) 10 and a
peer-to-peer network consisting of a plurality of function
units 20, wherein the plurality of function units 20 form a
Peer-to-Peer (P2P) network by means of P2P protocol, the
plurality of function units 20 interact messages by means of
P2P protocol, and NEs of a managed network access the P2P
network via one or more function units 20. Serving as an
operating end and accessing the P2P network via one or more
function units 20, the MO 10 is configured to generate or set
a management task according to operation of a management
role and to send the management task to the P2P network. The
function units 20 in the P2P network are configured to per-
form the management task for the network or store relevant
data.

In embodiments of the present invention, each one of the
function units 20 and the MO 10 can be implemented by a
common computer. Furthermore, the MO 10 and the function
units 20 can be deployed separately, the MO 10 and the
function units 20 also can be deployed together, that is, two
function modules are set in a same computer, one function
module is configured to implement functions of the MO 10,
and the other function module is configured to implement
functions of the function units 20.

With the NMS according to embodiments of the present
invention, a plurality of function units forming the P2P net-
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work manages the managed network, so that, requirements on
equipment are decreased, and the cost of equipment can be
reduced.

In embodiments of the present invention, the MO 10 is
further configured to receive permission information set for
each management role and to send the permission informa-
tion to the P2P network. The function units 20 in the P2P
network are further configured to store the permission infor-
mation. In practical application, management roles may
include super management role and general management
role. A super management role can manage the whole man-
aged network and can authorize general management role.
The permission information set by the MO 10 may include:
nodes in the managed network allowed to be managed by a
management role and the permission of management func-
tion that can be executed by the management role. For a
general management role, network management can be per-
formed only within its permission. By setting the permission
information, the security of network management can be
guaranteed.

During the practical implementation, when the permission
information of a management role is stored in the P2P net-
work, the permission information can be stored in an in-
charge function unit in the P2P network corresponding to the
management role. In this way, management roles can be
managed uniformly by the in-charge function unit, when the
management role sets a management task via other MOs 10,
the permission information of the management role can be
obtained via the P2P network, so that the authentication of the
management role is implemented.

It should be noted that, in embodiments of the present
invention, management role, MO and in-charge function unit
of NEs of the managed network is such a function unit in the
NMS: the resource ID of the function unit and the ID infor-
mation of the management role, MO and NEs of the managed
network meet a predetermined matching relationship, that is,
the ID information of a management role, MO and NE of the
managed network is used as a variable, calculation is per-
formed with a predetermined algorithm (for example, HASH
algorithm, MD5 algorithm or the like), the result of calcula-
tion is the resource 1D of the function unit.

Therefore, in embodiments of the present invention, while
setting a management task in response to a management role,
the MO 10 is further configured to send a query message to
query permission information of the management role to the
P2P network. The function units 20 in the P2P network are
further configured to return obtained permission information
of the management role to the MO 10. In practical applica-
tion, when querying the permission of the management role
which logs in currently, the MO 10 first sends a query request
to an access function unit of the MO 10 (i.e., function unit
coupled to the MO 10 in the P2P network). The access func-
tion unit generates a resource 1D according to the ID of the
management role to be queried and then forwards the query
request to an in-charge function unit (this function unit is an
in-charge function unit of the management role in the P2P
network) corresponding to the resource ID. The in-charge
function unit queries saved permission information according
to the query request and then returns the permission informa-
tion to the MO 10 via the access function unit of the MO 10.
According to the returned permission information, the MO 10
judges whether the management role is permitted to set the
management task, and sends a management message carrying
the management task to the P2P network in a case that the
management role is permitted to set the management task, so
that the security of the managed network can be guaranteed.
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It should be noted that, although the MO 10 accesses the
P2P network via only one function unit 20 in FIG. 2, but it is
not limited hereto. In practical application, the MO 10 also
can access the P2P network via a plurality of function units
(20) (in embodiments of the present invention, these function
units are called access function units of the MO 10). Further-
more, the corresponding relationship between the MO 10 and
the access function units thereof can be stored in the P2P
network (i.e., the plurality of function units 20 in the NMS) In
this way, when sending a message to the MO 10, the P2P
network can obtain access function units of the MO 10
according to the corresponding relationship, and then send
the message to the MO 10 via the access function units
thereof.

Preferably, the corresponding relationship between the
MO 10 and the access function units thereof can be stored in
the in-charge function unit of the management role that logs
on the MO 10 currently, and also can be stored in the in-
charge function unit of the MO 10, to implement uniform
management of relevant information.

In addition, although each managed NE accesses the P2P
network via only one function unit 20 in FIG. 2, but it is not
limited thereto. In practical application, each managed NE
also can access the P2P network via a plurality of function
units 28 (in embodiments of the present invention, these
function units are called access function units of the managed
NE). Furthermore, in embodiments of the present invention,
the corresponding relationship between a managed NE and an
access function units thereof can be stored in the P2P net-
work. In this way, when sending a message to a managed NE,
the P2P network can obtain access function units of the man-
aged NE according to the corresponding relationship, and
then send the message to the managed NE via the access
function units thereof.

Preferably, the corresponding relationship between a man-
aged NE and an access function units thereof can be stored in
an in-charge function unit of the managed NE in the P2P
network, to implement uniform management of the managed
NE.

In the NMS, performing a management task for the man-
aged network means: sending a management task to a target
NE corresponding to the management task, and receiving
management data reported by the target NE in response to the
management task. Therefore, in embodiments of the present
invention, a first function unit (i.e., access function unit of the
MO 10) in the P2P network is configured to receive a man-
agement task sent by the MO 10 and to forward the manage-
ment task to a second function unit in the P2P network,
wherein the ID of the second function unit and the ID of a
target NE in the managed network managed by the manage-
ment task meet a preset matching relationship, that is, the
second function unit is the in-charge function unit of the
target NE. The second function unit is configured to store the
management task and to forward the management task to a
third function unit in the P2P network, wherein the third
function unit is a function unit connected with the target NE,
that is, the third function unit is the access function unit of the
target NE. The third function unit is configured to forward the
management task to the target NE. Therefore, the manage-
ment task is sent to the target NE in the managed network.

After receiving the management task sent by the third
function unit, the target NE executes the management task
and reports corresponding management data according to the
management task. Specifically, the third function unit is fur-
ther configured to receive management data returned by the
target NE in response to the management task, and to send the
management data to the second function unit. The second



US 9,401,837 B2

7

function unit is further configured to receive and save the
management data. Therefore, the report of management data
is implemented.

Further, the second function unit is further configured to
forward the management data to the first function unit and the
first function unit is further configured to forward the man-
agement data to the MO 10. Therefore, the MO 10 can obtain
the management data reported by the target NE.

In practical application, when sending a management task
to the managed NE (i.e., target NE), the MO 10 first sends the
management task to the access function unit (i.e., the first
function unit) of the MO 10. The access function unit gener-
ates a resource 1D according to the ID of the target NE and
then forwards the management task to an in-charge function
unit (i.e., the in-charge function unit of the target NE, also the
second function unit) corresponding to the resource ID. The
in-charge function unit stores the management task, obtains
the access function unit (i.e., the third function unit) of the
target NE, and then forwards the management task to the
access function unit. The access function unit forwards the
management task to the target NE. When reporting the man-
agement data, the managed NE first sends the management
data to the access function unit of the NE. The access function
unit generates a resource 1D according to the ID information
of'the NE and forwards the management data to an in-charge
function unit (i.e., the in-charge function unit of the managed
NE) corresponding to the resource ID. The in-charge function
unit stores the reported management data and sends the man-
agement data to the access function unit of the MO 10. The
access function unit sends the management data to the MO
10.

As the in-charge function unit of the target NE stores the
management data reported by the target NE, in embodiments
of the present invention, the MO 10 is further configured to
send a query request to the P2P network to query the man-
agement data reported by the target NE; the function units 20
in the P2P network are further configured to query the saved
management data according to conditions in the query
request and return corresponding query results to the MO 10,
in practical application, when querying the management data,
the MO 10 first sends a query request to an access function
unit thereof, and the access function unit generates a resource
1D according to the ID of'the target NE to be queried and then
forwards the query request to a function unit (i.e., in-charge
function unit of the target NE) corresponding to the resource
ID. The in-charge function unit queries the stored manage-
ment data according to conditions in the query request and
then returns the management data meeting the conditions to
the MO 10 via the access function unit of the MO 10.

Through embodiments of the present invention, a NMS
with high stability, high expansibility and flexible manage-
ment permission setup can be established and operated with
relatively low costs via inexpensive equipment such as a
common PC, and various networks can be managed effec-
tively. Furthermore, as function units of the NMS have no
strict division in terms of geographic or administrative region
or role, the managed NEs can select access function units
freely and the in-charge function units also can be adjusted
automatically according to P2P algorithm. Therefore, when
parts of function units break down or operate unstably, the
managed NEs can access the P2P network and perform rel-
evant processing via other available function NEs, so that the
normal running of network management is guaranteed.

FIG. 3 is a flow chart of a network management method
according to an embodiment of the present invention, the
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method can be used in the NMS shown in FIG. 2, and the
method mainly includes the following steps (Step 302 to Step
304).

Step 302, the MO 10 generates or sets a management task
according to operation of a management role and sends a
management message to a P2P network, wherein the man-
agement message carries the management task and ID of a
target NE corresponding to the management task in the man-
aged network.

Step 304, function units 20 in the P2P network receive the
management message and send the management task to the
target NE.

Through the network management method provided in the
embodiment of the present invention, the MO 10 sends a
management message to the P2P network consisting of a
plurality of function units 20, and the function units 20 in the
P2P network send the management task to the target NE, so
that requirements on equipment can be decreased, and the
cost of equipment can be reduced.

During the specific implementation, the plurality of func-
tion units 20 can send the management task to the target NE
through the following steps.

Step 1, an access function unit of the MO 10 receives the
management message, generates a corresponding resource
ID according to the ID information of the target NE with a
preset algorithm (for example, HASH algorithm), and obtains
afunction unit corresponding to the resource ID (this function
unit is the in-charge function unit of the target NE).

Step 2, the access function unit of the MO 10 forwards the
management message to the in-charge function unit of the
target NE.

Step 3, the in-charge function unit of the target NE receives
the management message and obtains the ID of the access
function unit of the target NE according to the ID information
of the target NE.

Specifically, the in-charge function unit of the target NE
can obtain the ID of the access function unit of the target NE
according to a corresponding relationship stored in the P2P
NE between the target NE and the access function unit of the
target NE.

Wherein, the corresponding relationship between the tar-
get NE and the access function unit of the target NE is estab-
lished when the target NE registers to the P2P network. Spe-
cifically, the target NE can select one function unit in the P2P
network as the access function unit thereof according to a
predetermined policy (for example, by region, by load, or the
like). After the target NE establishes a connection with the
function unit, the target Ne sends a request for storing the
access corresponding relationship to the function unit, with
the request carrying the ID information of the target NE, the
1D of the function unit, or other information. After receiving
the request, the function unit obtains the in-charge function
unit of the target NE according to the ID information of the
target NE, and then forwards the request to the in-charge
function unit by means of the P2P algorithm. The in-charge
function unit stores the corresponding relationship between
the ID information of the target NE and the ID of the access
function unit of the target NE.

To be convenient for subsequent query, the in-charge func-
tion unit of the target NE can store the management task
carried in the management message after receiving the man-
agement message.

Step 4, the in-charge function unit of the target NE sends
the management message to the access function unit of the
target NE by means of P2P algorithm.

Step 5, the access function unit of the target NE sends the
management task to the target NE.
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In the above steps, if the in-charge function unit of the
target NE does not store the management task, after receiving
the management message, the MO 10 can obtain the access
function unit of the target NE according to the corresponding
relationship between the target NE and the access function
unit of the target NE stored in the P2P network, and then
directly forward the management message to the access func-
tion unit of the target NE, and the access function unit sends
the management task to the target NE.

Through the above steps, the management task can be sent
to the target NE via the P2P network.

After receiving the management task, the target NE
executes the management task. The target NE reports corre-
sponding management data to the function units 20 in the P2P
network when trigger conditions set for the management task
are triggered, and the function units 20 in the P2P network
receive and store the management data. Furthermore, further,
the function units 20 in the P2P network also can forward the
management data to the MO 10. During the specific imple-
mentation, the management data can reach the MO 10 from
the following paths: access function unit of the target
NE—in-charge function unit of the target NE—access func-
tion unit of the MO 10—MO10. Or, the management data
also may not get around the in-charge function unit of the
target NE. Therefore, the report of the management data is
implemented.

Furthermore, to be convenient for subsequent query, the
function units 20 in the P2P network can store the manage-
ment data after receiving the management data reported by
the target NE. Preferably, the management data can be saved
on the in-charge function unit of the target NE.

In the case that the in-charge function unit of the target NE
in the P2P network stores the management data reported by
the target NE, the method can further include the following
steps. The MO 10 sends a query request to the P2P network to
query management data reported by a certain target NE,
wherein the query request carrying corresponding query con-
ditions; after receiving the query request, the access function
unit of the MO 10 in the P2P network forwards the query
request to an in-charge function unit of the target NE accord-
ing to the ID information of the target NE, and the in-charge
function unit obtains the management data meeting the con-
ditions according to the saved management data and returns
the management data to the MO 10 via the access function
unit of the MO 10. It should be noted that, although an
example in which the management data is stored in the in-
charge function unit of the target NE is given for description
in embodiments of the present invention, it is not limited
thereto, in practical application, the management data also
can be stored in other function units in the P2P network, by
means of P2P algorithm, each function unit in the P2P net-
work can query the stored management data.

During the specific implementation, in order to ensure the
security of network, before sending the management message
to one or more function units 20, the MO 10 also can authen-
ticate the logged-in management role. Specifically, the MO
10 can send a query message to the P2P network to query the
permission information of the management role. After receiv-
ing the query message, the function units 20 in the P2P
network return the permission information of the manage-
ment role to the MO 10 (please refer to Embodiment 4 below
for specific flows) according to the ID information of the
management role. The MO 10 can judge whether the man-
agement role has a permission for setting the management
task according to the returned permission information of the
management rote, if so, it sends the management message to
one or more function units 20.
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The operation way of the NMS provided in embodiments
of the present invention will be described below by specific
embodiments with reference to FIG. 4.

FIG. 4 is a schematic diagram of a NMS according to an
embodiment of the present invention, in FIG. 4, the P2P
network consists of function units of MF1, MF3, MF7, MF11
and MF16 etc., and MO1 and MO2 respectively access the
P2P network via MF1 and MF3. The managed network con-
sists of many NEs of NE1, NE3, NE6, NE8, NE9, . .., NE20
etc., and selects a proper function unit (MF) according to a
certain policy to access the P2P network.

Embodiment 1

The embodiment will describe the flow of setting manage-
ment permission in embodiments of the present invention
below.

The NMS may create many management roles, different
management roles have different permissions, particularly, a
super manager role MR all is set in the embodiment, the role
has the highest permission, and the role can authorize other
management roles after logging in the MO. Besides, an MR
with permission of authorization can assign permission to
other MR within its permission. By taking logging in MO1 by
MR all and authorizing the MR1 as example, the flow is as
shown in FIG. 5.

Step 501, the MO1 sends a request for setting permission of
the MR1 to the access MF1 of the MO1 according to an
instruction of the MR all, wherein, the request includes ID of
the MR1, ID of the target NE, ID of the MF and the set
permission.

Step 502, after receiving the request, the MF1 performs
Hash for the ID of the MR1 to obtain a resource ID.

Step 503, the MF1 forwards the request to the in-charge
MF11 of the MR1 via the P2P network according to the P2P
algorithm employed by the P2P management network.

Step 504, after receiving the request, the MF11 stores the
set permission information, specifically stores it in file, physi-
cal database, memory bank and other forms.

Step 505, the MF11 returns a storage result response to the
MF1 via the P2P network.

Embodiment 2

The embodiment will describe the registration flow of the
MO in embodiments of the present invention below.

The MR needs to log inthe MO to implement management.
Therefore the MO is required to access the P2P network via
access function unit MF, and access corresponding relation-
ship between the MO and the MR needs to be stored. By
taking registration of the MO1 into the P2P network when the
MR1 logs in the MO1 as example. As shown in FIG. 6, the
registration flow of the MO(1) mainly includes the following
steps.

Step 601, when manager logs in the MO1, the MO1 selects
an access function unit according to a certain policy. In the
embodiment, the access function unit selected by the MO1 is
MF1.

Step 602, the MO1 establishes a connection with the MF1.

Step 603, the MO1 sends a storage request for storing the
access relationship to the MF1, wherein, the storage request
including identities of the MR1 and the MO1, ID of the MF1,
and other access information.

Step 604, after receiving the storage request, the MF1
performs Hash (also called Hash algorithm) for the ID ofthe
MR1 to obtain a resource ID.
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Step 605, according to the P2P algorithm, via the P2P
network, the MF1 forwards the request message for storing
the MO access information to the in-charge MF with the
resource 1D, the in-charge MF is MF11 in the embodiment.

Step 606, after receiving the storage request, the MF11
stores the access relationship, wherein, the stored access rela-
tionship includes corresponding relationship of access infor-
mation such as ID of the MR1, ID of the MO1 and ID of the
MF1.

Step 607, the MF11 returns a response to the MF1 via the
P2P network, wherein the response carries the storage result.

It should be noted that, the MO also may access the P2P
network consisting of MFs via the in-charge MF, and the
access information is saved in the in-charge MF. Correspond-
ingly, various subsequent message interactions between the
MO and the P2P management network are also performed
directly via the in-charge MF.

Embodiment 3

The embodiment will describe registration flow of a man-
aged NE below.

The managed NE needs to initiate registration to the P2P
management network when joining in managed network, so
as to access management network to accept its management.
By taking the access of the NE1 to the P2P management
network via the MF16 as example, the specific flow is as
shown in FIG. 7.

Step 701, the NE1 selects one MF according to a certain
policy as an access MF, in the embodiment, the selected MF
is MF16.

Step 702, the NE1 establishes a connection with the MF16.

Step 703, the NE1 sends a storage request for storing
access relationship to the MF16, wherein, the request
includes the identities of the NE1 and the MF16 and other
access information.

Step 704, after receiving the storage request, the MF16
performs Hash for the ID of the NE1 to obtain a resource ID.

Step 705, according to the P2P algorithm, via the P2P
network, the MF16 forwards the storage request for storing
the NE access information to the in-charge MF with the
resource ID. The in-charge MF is MF7 in the embodiment.

Step 706, after receiving the storage request, the MF7
stores the access information as access relationship, wherein
the access information may include the ID of the NE1, and the
1D of the MF16 etc.

Step 707, the MF7 returns a response to the MF16 via the
P2P network, wherein the response carries the storage result.

It should be noted that, the NE also may access the P2P
network consisting of MFs via the in-charge MF, and the
access information is saved in the in-charge MF. Correspond-
ingly, various subsequent message interactions between the
NE and the P2P management network are also performed
directly via the in-charge MF.

Embodiment 4

The embodiment will describe the flow that a MO obtains
permission of the current manager (i.e., management role)
below.

When submitting a management task to the P2P network
via the MO, a management role first needs to obtain its per-
mission. By taking the obtaining of permission after the MR1
logs in the MO1 as example, the specific flow is as shown in
FIG. 8.
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Step 801, the MO1 accesses the MF1 and sends a request
for querying permission of the MR1, with the request includ-
ing the ID of the MR1 and other query conditions.

Step 802, after receiving the request, the MF1 performs
Hash for the ID of the MR1 to obtain a resource ID.

Step 803, according to the P2P algorithm employed by the
P2P management network, via the P2P network, the MF1
forwards the request message to the in-charge MF11 of the
MRI1.

Step 804, after receiving the request, according to condi-
tions, the MF11 obtains the permission setup information
owned by the role.

Step 805, the MF11 returns the permission setup informa-
tion meeting the conditions to the MF1 via the P2P network.

Step 806, the MF1 returns the permission setup informa-
tion meeting the conditions to the MO1.

It should be noted that, in the embodiment, an example in
which the P2P network determines the in-charge function unit
of'the MR from the ID of the MR is given for description, but
it is not limited thereto. In practical application, the in-charge
function unit of the MR also may be determined from the ID
of'the MO in which the MR logs, in this case, in Step 802, the
MF1 performs Hash for the ID of the MO1 to obtain a
resource 1D and then obtains the corresponding in-charge
function unit according to the resource 1D.

Embodiment 5

The embodiment will describe the management task set for
a target NE by the MO below.

After logging in the MO, the manager can set management
tasks for NEs within its permission. By taking a case in which
the MR1 logs in the MO1 and sets a management task for the
NE1 as example, the specific flow is shown in FIG. 9.

Step 901, the MR1 selects NE1 on the MO1 to set a man-
agement task for the NE1 within its permission.

Step 902, the MO1 sends a management task setup request
to the MF1, with the request including the ID of the NE1 and
the management task information of the NE1.

Step 903, after receiving the request, the MF1 performs
Hash for the ID of the NE1 to obtain a resource ID.

Step 904, according to the P2P algorithm employed by the
P2P network, via the P2P network, the MF1 forwards the
request to the in-charge MF7 of the NE1.

Step 905, after receiving the request, the MF7 stores the
management task.

Step 906, the MF7 obtains the access MF of the NE1. The
access MF is MF16 in the embodiment.

Step 907, according to the P2P algorithm, via the P2P
network, the MF7 forwards the management task setup
request to the MF16.

Step 908, the MF16 forwards the management task setup
request to the NE1.

Step 909, the NE1 sets the management task according to
the received request.

Embodiment 6

The embodiment will describe management data reported
by a managed NE below.

A managed NE needs to report collected management data
such as performance data or alarm data to the P2P network.
By taking the report of the management data by the NE1 as
example, the specific flow is shown in FIG. 10.

Step 1001 conditions for reporting management data in the
NE1 are triggered, for example, the set management task
conditions or alarm conditions or the like.
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Step 1002, the NE1 sends report message for report man-
agement data to the access MF16.

Step 1003, after receiving the report message, the MF16
performs Hash for the ID of the NE1 to obtain a resource ID.

Step 1004, according to the P2P algorithm, via the P2P
network, the MF16 forwards management data report mes-
sage to the in-charge MF7 of the NE1.

Step 1005, after receiving the reported management data,
the MF7 stores the management data. Specifically, the man-
agement data may be stored in file, physical database,
memory bank and other modes, and when stored, the man-
agement data may be sorted into categories (for example,
performance data, alarm data or the like), and then sorted into
subcategories (for example, call processing performance
data, call failure alarm data or the like).

After receiving the management data, the MF7 may send
the management data to the access MF of the MO that sets the
corresponding management task via the P2P network, and
then the MF forwards the management data to the MO.

Embodiment 7

The embodiment will describe a query of management data
by the MO below.

After logging in the MO, the manager can query manage-
ment data of NEs within its permission. By taking a case in
which the MR1 queries the management data reported by the
NE1 or the management data generated according to reported
data within its permission after logging in the MO1 as
example, the specific flow is shown in FIG. 11.

Step 1101, the MO1 sends a management data query
request to the MF1 of the MO, with the request including the
1D of'the NE1 and query conditions.

Step 102, after receiving the request, the MF1 performs
Hash for the ID of the NE1 to obtain a resource ID.

Step 1103, according to the P2P algorithm employed by the
P2P management network, via the P2P network, the MF1
forwards the request message to the in-charge MF7 of the
NE1.

Step 1104, after receiving the request, the MF7 obtains the
management data meeting the conditions.

Step 1105, the MF7 returns the management data meeting
the conditions to the MF1.

Step 1106, the MF1 forwards the management data to the
MO1.

Through the embodiment, the manager can query the man-
agement data reported by the managed NE.

From the above description, it can be seen that, in embodi-
ments of the present invention, function units form a P2P
network by means of P2P protocol and the function units
interact messages by means of P2P protocol, the MO accesses
the P2P network via the function units, NEs of a managed
network also access the P2P network via the function units,
and the MO manages the managed network by the P2P man-
agement network. So that, a NMS with high stability, high
expansibility and flexible management permission setup can
be established and operated with relatively low costs via
inexpensive equipment such as a common PC, and various
networks can be managed effectively. Furthermore, as func-
tion units of the NMS have no strict division in terms of
geographic or administrative region or role, the managed NEs
can select access function units freely and the in-charge func-
tion units also can be adjusted automatically according to the
P2P algorithm. Therefore, when parts of function units break
down or operate unstably, the managed NEs can access the
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P2P network and perform relevant processing via other avail-
able function NEs, so that the normal running of network
management is guaranteed.

Obviously, those skilled in the art shall understand that the
above-mentioned modules and steps of the present invention
can be realized by using general purpose calculating device,
can be integrated in one calculating device or distributed on a
network which consists of a plurality of calculating devices.
Alternatively, the modules and the steps of the present inven-
tion can be realized by using the executable program code of
the calculating device. Consequently, they can be stored in the
storing device and executed by the calculating device, or they
are made into integrated circuit module respectively, or a
plurality of modules or steps thereof are made into one inte-
grated circuit module. In this way, the present invention is not
restricted to any particular hardware and software combina-
tion.

The descriptions above are only preferable embodiments
of the present invention, which are not used to restrict the
present invention. For those skilled in the art, the present
invention may have various changes and variations. Any
amendments, equivalent substitutions, improvements etc.
within the spirit and principle of the present invention are all
included in the scope of the claims of the present invention.

The invention claimed is:

1. A network management system, comprises a manipulat-
ing organ computer and a peer-to-peer network, with the
peer-to-peer network consisting of a plurality of function unit
computers, wherein,

the manipulating organ computer is configured to generate
a management task according to an operation of a man-
agement role and to send the management task to the
peer-to-peer network; and

the function unit computers in the peer-to-peer network are
configured to perform the management task for a man-
aged network or store relevant data, and the manipulat-
ing organ computer accesses the peer-to-peer network
via one or more function unit computers;

wherein,

a first function unit computer in the peer-to-peer network is
configured to receive the management task sent by the
manipulating organ computer and forward the manage-
ment task to a second function unit computer in the
peer-to-peer network, wherein an ID of the second func-
tion unit computer and an ID of a target net element in
the managed network managed by the management task
meet a preset matching relationship;

the second function unit computer is configured to store the
management task and forward the management task to a
third function unit computer in the peer-to-peer network,
wherein the third function unit computer is a function
unit computer connected with the target net element; and

the third function unit computer is configured to forward
the management task to the target net element.

2. The network management system according to claim 1,

wherein,

the third function unit computer is further configured to
receive management data returned by the target net ele-
ment in response to the management task, and to send
the management data to the second function unit com-
puter; and

the second function unit computer is further configured to
receive and to save the management data.

3. The network management system according to claim 2,

wherein,
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the second function unit computer is further configured to
forward the management data to the first function unit
computer; and

the first function unit computer is further configured to

forward the management data to the manipulating organ
computer.

4. The network management system according to claim 3,
wherein the function unit computers in the peer-to-peer net-
work are further configured to store corresponding relation-
ships between the ID of a function unit computer to which
each net element of the managed network is connected and
the ID of this net element.

5. The network management system according to claim 3,
wherein the function unit computers in the peer-to-peer net-
work are further configured to store corresponding relation-
ships between the ID of a function unit computer to which the
manipulating organ computer is connected and the ID of the
manipulating organ computer.

6. The network management system according to claim 2,
wherein,

the manipulating organ computer is further configured to

send a query request to the first function unit computer,
to request a query of management data reported by the
target net element;

the first function unit computer is further configured to

forward the query request to the second function unit
computer; and

the second function unit computer is further configured to

query the saved management data according to the query
request, and to return query results to the manipulating
organ computer via the second function unit computer
and the first function unit computer.

7. The network management system according to claim 6,
wherein the function unit computers in the peer-to-peer net-
work are further configured to store corresponding relation-
ships between the ID of a function unit computer to which
each net element of the managed network is connected and
the ID of this net element.

8. The network management system according to claim 6,
wherein the function unit computers in the peer-to-peer net-
work are further configured to store corresponding relation-
ships between the ID of a function unit computer to which the
manipulating organ computer is connected and the ID of the
manipulating organ computer.

9. The network management system according to claim 2,
wherein the function unit computers in the peer-to-peer net-
work are further configured to store corresponding relation-
ships between the ID of a function unit computer to which
each net element of the managed network is connected and
the ID of this net element.

10. The network management system according to claim 2,
wherein the function unit computers in the peer-to-peer net-
work are further configured to store corresponding relation-
ships between the ID of a function unit computer to which the
manipulating organ computer is connected and the ID of the
manipulating organ computer.

11. The network management system according to claim 1,
wherein,

the manipulating organ computer is further configured to

receive permission information set for a management
role, and to send the permission information to the peer-
to-peer network; and

the function unit computers in the peer-to-peer network are

further configured to store permission information of the
management role.

12. The network management system according to claim
11, wherein the function unit computers in the peer-to-peer
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network are further configured to store corresponding rela-
tionships between the ID ofa function unit computer to which
each net element of the managed network is connected and
the ID of this net element.

13. The network management system according to claim
11, wherein the function unit computers in the peer-to-peer
network are further configured to store corresponding rela-
tionships between the ID ofa function unit computer to which
the manipulating organ computer is connected and the ID of
the manipulating organ computer.

14. The network management system according to claim 1,
wherein the function unit computers in the peer-to-peer net-
work are further configured to store corresponding relation-
ships between the ID of a function unit computer to which
each net element of the managed network is connected and
the ID of this net element.

15. The network management system according to claim 1,
wherein the function unit computers in the peer-to-peer net-
work are further configured to store corresponding relation-
ships between the ID of a function unit computer to which the
manipulating organ computer is connected and the ID of the
manipulating organ computer.

16. A network management method, used in a network
management system comprising a manipulating organ com-
puter and a peer-to-peer network, wherein the peer-to-peer
network consists of function unit computers, and the manipu-
lating organ computer accesses the peer-to-peer network via
one or more function unit computers, the method comprises:

generating or setting, by the manipulating organ computer,

a management task according to an operation of a man-
agement role and sending the management task to the
peer-to-peer network; and
receiving, by the function unit computers in the peer-to-
peer network, the management task, and sending the
management task to a target net element in a managed
network corresponding to the management task;

wherein the step that the function unit computers in the
peer-to-peer network receiving the management task
and sending the management task to the target net ele-
ment comprises:
receiving, by a first function unit computer in the peer-to-
peer network, the management task, and obtaining a
second function unit computer in the peer-to-peer net-
work, wherein an ID of the second function and the ID
information meet a preset matching relationship;

forwarding, by the first function unit computer, the man-
agement task to the second function unit computer;

receiving, by the second function unit computer, the man-
agement task and obtaining an ID of a third function unit
computer in the peer-to-peer network, wherein the third
function unit computer is a function unit computer con-
nected with the target net element;

forwarding, by the second function unit computer, the

management task to the third function unit computer;
and

receiving, by the third function unit computer, the manage-

ment task and sending the management task to the target
net element.

17. The method according to claim 16, wherein, after the
second function unit computer receiving the management
task, the method further comprises: storing, by the second
function unit computer, the management task.

18. The method according to claim 16, wherein, after send-
ing the management task to the target net element, the method
further comprises:
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reporting, by the target net element, management data cor-
responding to the management task to the third function
unit computer;

forwarding, by the third function unit computer, the man-

agement data to the second function unit computer; and 5
receiving and storing, by the second function unit com-
puter, the management data.

19. The method according to claim 18, wherein, after the
second function unit computer receiving the management
data, the method further comprises: 10

sending, by the second function unit computer, the man-

agement data to the first function unit computer; and
forwarding, by the first function unit computer, the man-
agement data to the manipulating organ computer.
20. The method according to claim 18, wherein, after the 15
second function unit computers store the management data,
the method further comprises:
sending, by the manipulating organ computer, a query
request to the first function unit computer, to query the
management data reported by the target net element; 20

forwarding, by the first function unit computer, the query
request to the second function unit computer; and

querying, by the second function unit computer, the saved
management data according to the query request, and
forwarding the obtained management data to the 25
manipulating organ computer via the first function unit
computer.



